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This article investigates the quality of social scientific listening research that reports numerical data
to substantiate claims appearing in the International Journal of Listening between 1987 and 2011.
Of the 225 published articles, 100 included one or more studies reporting numerical data. We frame
our results in terms of eight recommendations to improve future listening scholarship. In particular,
the results suggest needed variation in demographics and added attention to psychometric properties
of scores. Standards for reporting and inspecting data should also be followed with more regularity,
and tests of statistical assumptions along with information about missing data are urged. Effect sizes
are rarely included in results, and no studies reported confidence intervals, suggesting overreliance
on null hypothesis statistical testing when drawing implications for practice. Lastly, there were some
noteworthy misappropriations of statistical techniques that are discussed.

Research is conducted to advance knowledge. Without research, the field of listening (like
other fields) cannot progress, and our ability to inform practice is diluted. One way to advance
knowledge and improve the practice of listening is through social scientific research, goals of
which include the accurate description and explanation of how and why people listen to particular
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116 KEATON AND BODIE

others in specified contexts and relationships (see Bodie, 2009).1 Such research has the potential
to contribute greatly to theory building and practical efforts. We stress potential here because
the larger body of social scientific research on listening is only as good as the individual studies
constituting its existence. As such, this manuscript investigates the quality of one type of social
scientific listening research important to the development of the field, namely studies reporting
numerical data to substantiate claims.2

While narrative reviews outlining the implications of quantitative listening research for theory
and practice exist (e.g., Bodie & Fitch-Hauser, 2010), no know assessment of its quality has been
undertaken.3 Periodically assessing issues of quality is vital to an accurate assessment of the
larger field, and a systematic investigation can only benefit future work. Because the International
Journal of Listening (IJL) is arguably the most notable scholarly outlet for the publication of
listening research, we take the recent celebration of its silver jubilee as a chance to assess issues
of quality in quantitative social scientific listening research.

Like other modes of inquiry, quantitatively oriented social scientific research is highly conven-
tional. There are rather straightforward, formulaic procedures that, regardless of discipline, have
been implemented, usually upon the informed recommendation of some scholarly body (Levine,
2011). Although blind adherence to convention is not encouraged, consistency in reporting is.
Stability in reporting allows for comparability of results and a more coherent body of knowledge
that can lead to broader claims than any one individual study can ever hope to accomplish. The
leading authority on “best practices” for making principled arguments with numerical data is the
American Psychological Association (APA); the IJL suggests following the recommendations of
the APA publication manual, now in its sixth edition. Therefore, this study was undertaken to
assess the degree to which the reporting practices of articles in the IJL conform to (and vary
from) standard practices as defined by the APA as a function of time.

It is important to note that best practices for reporting data fluctuate as a function of time. For
instance, only within the last two decades has it been standard to report effect sizes and confidence
intervals. Likewise, standard practices shift due to advancements in statistical knowledge and the
development and refinement of new techniques like structural equation modeling and multilevel
modeling. Thus, when appropriate, we report trend data to assess whether the IJL has increased its
keenness in statistical and methodological reporting over the time as these standards have evolved.

METHOD

Sample

The data for this project consisted of studies published in the 32 issues of the International
Journal of Listening distributed between 1987 and 2011. Of the 225 total articles, 100 (44.4%)

1We wish to point out here the focus of this article is on one branch of research on listening, and although large, it in no
way constitutes the entirety of the tree. As such, this article essentially “ignores” other, equally valid conceptualizations
(Gehrke, 2009). The interested readers are directed to the following sources for alternative conceptualizations of listening:
Beard (2009), Ihde (2007), Lipari (2009, 2010), and Purdy (2000).

2Our focus on research reporting numbers in no way asserts a preference for this type of research; it merely reflects
the expertise of the authors. We encourage others to engage in similar projects focusing on separate classes of research.

3We cautiously utilize the term “quantitative” here and urge readers not to interpret us as supporting the quantitative-
qualitative dichotomy (Bodie, 2011).
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STATISTICAL ASSESSMENT IJL 117

utilized some sort of quantitative reporting method. Of those articles, 12 presented more than
one study for a total of 112 studies. In these 112 studies, two were meta-analyses, which were
removed for a total of 110 studies in this examination.4 Because studies and not articles report
statistics, it is these 110 studies that are the focus of our analyses.

Procedure

Two independent coders decided first whether each of the 240 published studies in these issues
reported numbers (n = 110; 45.8%) or not (n = 130; 54.2%); the former were then randomly
assigned to these two coders for analysis. After each coder finished all assigned analyses, all data
were double checked for accuracy by the second author; disagreements were resolved through
discussion.

Due to low sample sizes for individual issues (which for the first 20 years corresponded exactly
with volume/year), we split the data into five, five-year intervals for analysis: α) 1987–1991 (n =
16; 33.3%); β) 1992–1996 (n = 29; 70.7%); γ) 1997–2001 (n = 27; 77.1%); δ) 2002–2006 (n =
15; 35.7%); and ε) 2007–2011 (n = 23; 31.1%). Per convention, alpha was set to .05, and our total
sample size was 110 out of 240 possible studies (45.8%). For differences among the five, five-year
groups, power to detect small effects (f = .10) was .11, power to detect moderate effects (f =
.25) was .51, and power to detect large effects (f = .40) was .93. For bivariate correlations, power
to detect small effects (r = .10) was .18, power to detect moderate effects (r = .30) was .90, and
power to detect large effects (r = .50) was above .99. For differences between two independent
means and degrees of freedom at 57, the sample had power to detect small effects (d = .20) of
.12, power to detect medium effects (d = .50) of .47, and power to detect large effects (d = .80) of
.86. Power to detect effects with the Wilcoxon rank sum test was assessed with the same levels
for small, medium, and large effect sizes and exceeded .95 for all three. Therefore, if the effects
discovered in this study are small, Type II error is probable in the case of nonsignificant findings
when using bivariate correlations and t-tests.

The publication manual of the American Psychological Association, currently in its sixth edi-
tion (2010), outlines a host of best practices for the reporting of research in article form. We chose
to focus on the variables listed in Table 1 in order to compare our results with those offered by
assessments of other sets of journals likely of interest to the readership of the IJL (Cohen, 1994;
Levine & Hullett, 2002; Meline & Wang, 2004; Sun & Fan, 2010).

RESULTS

Of the 110 studies included in our analyses, 23 developed principled arguments by reporting only
descriptive statistics; an additional 87 also utilized inferential statistics. Because practices for
reporting methods are pertinent to all of the studies, we will discuss those procedures first, fol-
lowed by practices for reporting results, which will examine the uses of descriptive and inferential
statistics, respectively.

4Reporting conventions for meta-analytic reviews are remarkably different from those for individual
studies.
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118 KEATON AND BODIE

TABLE 1
Type of Data Collected as Recommended by APA

Category Variables

Methods reporting Race/ethnicity, level of education, location, age, sex, participants
Research design Post-facto, experimental, longitudinal

Measurements and
measurement types

Self-report, assessment, evaluation, other-report, observational coding

Psychometrics Reliability estimates, measurement models, inter-rater reliability estimates
Sampling Random, non-random, intact classroom, convenient, simple, snowball,

stratified, sample size
Results reporting All relevant significant and nonsignificant results, effect sizes

Descriptive
Univariate Central tendency (mean, median, mode), range, variability (variance, standard

deviation), shape (kurtosis, skew)
Bivariate Cross-tabs, scatterplots, measures of dependence (correlation), covariance,

slope
Inferential

Generalized linear models Assumptions of normality to determine parametric or nonparametric statistics,
missing data, effect sizes, confidence intervals

Bivariate Correlation (∗Spearman’s ρ, Pearson’s r), regression
Simple multivariate Multiple regression, logistic regression, ANOVA, MANOVA,

∗Kruskal-Wallis, ANCOVA, discriminant analysis, main effects,
interactions, post-hoc tests

Full multivariate Canonical correlation, MANOVA, MANCOVA, multivariate regression, EFA,
CFA, PCA, SEM

Differences in central
tendency or expected/

observed

t-test, ∗Mann-Whitney-Wilcoxon rank-sum test, ∗χ2

Note. Common non-parametric estimations are designated with an asterisk.

Methods Reporting

APA recommends reporting sample characteristics as specifically as possible, listing impor-
tant descriptors such as race/ethnicity, level of education, location, age, and sex. The research
design should be described in detail, discussing the operational procedures for collecting data
and the design for doing so and all measurements and measurement types including psychometric
properties of scores.

Demographics

Demographics reported across studies are presented in Table 2. Of the 12 studies that reported
race, the mean numbers of Caucasian participants per study (237.46, SD = 268.83) far out-
numbered African American (M = 28.63, SD = 16.89) and Hispanic participants (M = 16.5,
SD = 13.47). Likewise, the location distribution suggested studies favored U.S. samples (n =
91, 82.73%). Other locations utilized included Germany (n = 8), Taiwan (n = 3), South Korea
(n = 2), Japan (n = 2), Australia (n = 2), China (n = 1), Malaysia (n = 1), Pakistan (n = 1),
Hong Kong (n = 1), Saudi Arabia (n = 1), Canada (n = 1), and Indonesia (n = 1).
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STATISTICAL ASSESSMENT IJL 119

TABLE 2
Demographic Reporting

Yes No

Characteristic n % n %

Raceα 12 10.9 93 84.6
College studentsα 74 67.3 31 28.2
Class rankβ 12 16.2 62 83.8
U.S. sampleγ 91 82.7 17 15.5
Ageα 39 34.5 66 60.0
Biological sexα 57 51.8 48 43.6

αFive studies were not applicable to discussions involving human
participants.

βOnly 74 studies reported class rank.
γIn two studies it was not apparent from where the participants originated.

The ratio of studies that used college students to those that did not is graphically displayed in
Figure 1, showing a relative imbalance during each five-year interval. Of the 74 studies that used
college student samples, only 12 reported class with freshmen (M = 157.75; SD = 179.67) and
sophomore (M = 116.00; SD = 167.89) students outnumbering, on average, juniors (M = 48.75;
SD = 54.94) and seniors (M = 59.00; SD = 61.14).

Reflecting a bias toward college student samples, the mean age of the samples reported (n =
39) was 22.9 (SD = 6.57) with reported ranges (n = 26) between 17.5 and 43.6 years. For the
11 studies reporting a standard deviation with mean age, the average value was 3.67 (SD = 2.49).
Across the five-year intervals, neither the means for the age, F(4, 20) = 0.98, p < .44, η2 =
.16, nor the standard deviations, F(2, 8) = 0.07, p < .93, η2 = .02, were significantly different
(Figure 2).5

On average, across the samples, there was not a significant disparity in the sex composition
of participants (Mfemale = 149.05, SD = 167.13; Mmale = 130.24, SD = 194.04; t(57) = 0.56,
p < .58, Cohen’s d = .10). The differences in the means of biological sex across five-year inter-
vals can be observed in Figure 3. Upon visual inspection, it appears that the variation is most
apparent in the last ten years. Therefore, we estimated differences across the intervals with the
Mann-Whitney-Wilcoxon rank sum test due to small, nonnormal samples: 1987–1991 (n = 8, z =
1.47, p < .14); 1992–1996 (n = 15, z = 0.63, p < .53); 1997–2001 (n = 11, z = 0.62, p < .53);
2002–2006 (n = 10, z = 2.80, p < .01); and 2007–2011 (n = 14, z = 2.08, p < .04). These data
imply that differences in the sex distribution of participants remained roughly equal for the first
15 years of the journal and deviated in the last 10 years, with female participants outnumbering
male participants during this latter time period and a particularly large discrepancy during the
five-year period between 2002 and 2006.

5Because the sample size of those studies that reported age and standard deviation did not meet the requirements
for detecting small effects, a Kruskal-Wallis test was performed in each instance indicating that the mean ranks of each
category did not vary significantly across five-year intervals, supporting the non-significant ANOVA results: average age
means, H(4) = 2.35, p < .67, and mean standard deviations, H(2) = 0.614, p < .73. The listing of age descriptives varied
with 25 (64.1%) reporting means, 26 (39.4%) age ranges, and 11 (16.7%) including standard deviations.
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120 KEATON AND BODIE

FIGURE 1 Use of college students per five-year interval (color figure
available online).

Research designs and measures

The majority of studies utilized cross-sectional, post-facto (n = 61, 55.5%) designs with
experimental research constituting approximately one-third of studies (n = 38, 34.6%). Even
less prominent were longitudinal studies (n = 7, 6.4%).

Operational measure types included self-report (n = 67, 60.9%), assessment (n = 37, 33.6%),
evaluation (n = 17, 15.5%), other-report (n = 13, 11.8%), and behavioral coding (n = 5, 4.6%).
Reporting psychometrics of scores was not consistent for any of the designs: Self-report (mea-
surement models: n = 15, 22.4%; reliability estimates: n = 33, 49.3%), assessment (measurement
models: n = 6, 16.2%; reliability estimates: n = 18, 48.7%), evaluation (measurement mod-
els: n = 8, 47.1%; reliability estimates: n = 8, 47.1%), and other-report (measurement models:
n = 6, 46.2%; reliability estimates: n = 7, 53.9%). Psychometrics should have been reported in
each of these instances. It is clear that more consistency is needed in this area. In addition, the
average reported alpha value also suggests measures are barely acceptable by commonly utilized
criteria, only appropriate for beginning stages of research (total factors/components/constructs
reported = 312, mean alpha = .71, SD = .19; see Nunnally, 1978). Finally, three out of five
studies that utilized observational coding reported a necessary measure of inter-rater reliability.
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STATISTICAL ASSESSMENT IJL 121

FIGURE 2 Mean age and standard deviations per five-year interval.
The mean age for 1987–1991 is skewed because of a single study that
utilized third grade students and reported a mean age of 8.8 years. With
that study removed, the average age is 22.4 years (color figure available
online).

Sample characteristics

The APA manual recommends that the type of sample should be reported (e.g., random, non-
random, intact classroom). The types of data samples documented included convenient, simple,
random, snowball, stratified, and the use of intact classes. Of the 110 studies, 100 (90.9%) used
convenience samples. Other techniques included simple sample (n = 1, 0.9%), random sample
(n = 7, 6.4%), snowball sampling (n = 1, 0.9%), and stratified sampling (n = 2, 1.8%). In addi-
tion, 28 studies utilized intact classes (25.5%), with 12 of those used in experimental designs
(31.6% of all experimental studies).

When using inferential statistics and some types of descriptive statistics, the size of a
researcher’s sample can alter the outcome of the statistical analysis. It is especially crucial to
report sample size to contribute to a study’s ability to be replicated and to report the capacity to
detect various effects—especially in the occasion of results not found to be statistically signifi-
cant. In some instances, it may be that there are effects in the population but the sample is not
large enough to detect them. In our total sample of studies (n = 110), sample size was not reported
twice so they were removed for this section. A test for normality was performed with the mean
distribution positively skewed (9.93, p < .000). Upon examination of a box plot for statistical
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122 KEATON AND BODIE

FIGURE 3 Sex distribution across five-year intervals (color figure avail-
able online).

outliers—which is a technique applicable to nonnormal samples because of its utilization of the
median instead of a mean—an additional 10 were deleted for a total of 98 (overall mean sample
size = 159.87, SD = 119.93).6 These outliers were deleted for the purposes of this particular
section because there were several samples that numbered in the tens of thousands and grossly
inflated mean values (and for these studies, power is not an issue, at least for committing Type
II error). An analysis of variance was estimated to investigate whether or not the mean sample
sizes differed significantly across five-year intervals, F(4, 91) = 0.84, p < .50, η2 = .03. The
results suggest that the means did not significantly fluctuate over time (see Figure 4). Out of all
of the remaining 98 studies, 12 reported statistical power (12.2%), but APA did not recommend
reporting statistical power until the fifth edition in 2001. Out of the studies appearing in IJL that
use numbers to support claims from 2002 on (n = 37), only five reported power (13.5%) after the
APA manual’s fifth edition was published.

Results Reporting

APA recommends summarizing data and the analyses used to stimulate discourse. All relevant
results, statistically nonsignificant results, and effect sizes should be included. There were two
main types of results reported using numbers in IJL: descriptive and inferential.

6Calculating the median (ME = 160) when leaving the outliers in the distribution shows that the two measures of
central tendency are approximately equal.
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STATISTICAL ASSESSMENT IJL 123

FIGURE 4 Sample size and power reporting across five-year intervals
(color figure available online).

Descriptive statistics

Descriptive statistics, as differentiated from inferential, present summaries about the data sam-
ple involved in the analysis. Traditionally, descriptive statistics are not used to generalize from the
sample gathered to a population from which data are derivative, and descriptive statistics are not
founded in probability theory (The International Statistical Institute, 2003). However, descriptive
statistics are often adequate for some examinations, and they tell an interesting story about data
not available from inferential statistics.

Univariate descriptives include information about central tendency (mean, median, mode),
range, variability (variance, standard deviation), and shape (skewness, kurtosis). As a method of
developing principled arguments through descriptive statistics, central tendency (in the form of
means) was used 47.8% of the time (N = 23). Variability was reported in the form of standard
deviation three times (13.0%). No information about the shape of the distribution was reported
for those using descriptive statistics to summarize data.

Bivariate descriptives comprise information in the form of cross-tabs, scatterplots, measures
of dependence (Pearson’s r when both variables are continuous, Spearman’s ρ if one variable is
discrete), covariance (which reflects measurement scales for the variables), and slope (a one unit
change in the dependent variable for a one unit change in the independent variable). Only two
studies used bivariate statistics (Pearson’s r) in their descriptive analyses.
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124 KEATON AND BODIE

Inferential statistics

Statistical inference results from evaluating hypotheses to draw generalizable conclusions
from gathered data to a larger population. Where descriptive statistics are simply presenting facts,
statistical inference requires making assumptions that are based upon probability theory, allowing
researchers to make predictions. When researchers can assert that their samples are approximately
normally distributed, fully parametric statistical tests may be implemented. However, if a sam-
ple is nonparametric (not approaching normal or using only nominal or ordinal data), there are
corresponding statistical tests that may be substituted. Using parametric statistics on non-normal
samples can present a variety of issues. APA requires that testing for assumptions of normality
be included when using inferential statistics and any violations of those assumptions. Next, pro-
cedures concerning the frequency or percentage of missing data should also be discussed, and it
is important to know when to use the correct procedure to answer a research question or assess
a hypothesis. Finally, null hypothesis significance testing (NHST) is only a beginning point and
other reporting elements such as effect sizes and confidence intervals should also be incorporated
(Levine, Weber, Park, & Hullett, 2008).

To make statistical inferences from the general linear model (GLM) which assumes normality,
the following tests were reported (for an in depth review of the techniques, see Tabachnick &
Fidell, 2007): For evaluating bivariate relationships amongst continuous variables, correlation
(n = 40) and regression (n = 11) were common statistical tools; at the bivariate level these
two statistics are equivalent. When adding continuous independent variables (IVs), simple
multivariate (i.e., multiple regression) statistics fulfilled the need. However, when all of the IVs
were discrete, simple multivariate analysis of variance (ANOVA; n = 39) was implemented.
Main effects (n = 31, 79.5%) and interactions (n = 20, 51.3%) were intermittently reported.
When estimating models where some IVs were continuous and others discrete, analysis of covari-
ance (ANCOVA; n = 2) was estimated. For studies including a dichotomous dependent variable
(DV) and continuous IVs, a discriminant analysis (n = 3) was implemented (which is, inci-
dentally, the opposite of ANOVA), and if the DV was discrete and the IVs continuous and/or
discrete, then logistic regression models could be the best choice (but none reported in this
sample).

For full multivariate forms (multiple DVs) where all DVs and IVs were continuous, canonical
correlation (n = 5) was applicable. If all of the DVs were continuous and all IVs were discrete,
it was suitable to estimate multivariate analysis of variance (MANOVA; n = 18; single, n =
11; repeated measures, n = 7), multivariate analysis of covariance (MANCOVA; none reported),
or for a mixture of discrete and continuous IVs, multivariate regression (none reported). When
DVs and IVs were continuous, but the DVs were observed and the IVs latent, measurement
models (n = 28, eight unidentified) such as factor analysis (exploratory, n = 4; confirmatory, n =
3) and principle components analysis (PCA, n = 13) were potential techniques. Relationships
between latent variables require structural models; consequently when DVs and IVs were latent,
then structural equation modeling (SEM) would have been desirable (but none were reported).
Likewise, hierarchical models are appropriate when error terms are likely not independent, though
none were reported.

When estimating differences in central tendency between variables, the following procedures
were reported: When normality could be assumed, t-tests, (n = 29) were used. For nonparametric
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STATISTICAL ASSESSMENT IJL 125

samples, χ2 (n = 9), Mann-Whitney (n = 4), and Kruskal-Wallis (n = 1) were utilized. Post-hoc
tests for ANOVA and Kruskal-Wallis were reported 13 times (32.5%).

Finally, effect sizes were reported for 32 (29.4%) studies, and only three (3.4%) included
details about confidence intervals. Eight studies (7.34%) reported procedures concerning missing
data. For all studies, means (n = 71) and standard deviations (n = 44) were reported for com-
parisons across groups. However, out of all of the studies surveyed, only six reported tests for
assumptions and only four reported that they satisfied those assumptions. These statistics mean
that in many—if not most—of these studies, it is difficult to support statistical inferences drawn
from the uses of these methods.

DISCUSSION

The purpose of this article is to assess the statistical and methodological acuity of social scien-
tific research reported in the International Journal of Listening, particularly those studies that
utilized numerical data to make principled arguments. Our sample included articles published in
the first 32 issues, representing 25 years of scholarship, 1987–2011. While this Silver Jubilee is
certainly a time to celebrate, it is also a time to critically reflect on what we actually know about
listening. As Charles Peirce once said in a July 4 address, “it is usual enough to indulge . . .

in self-glorification at our successes and it is equally useful to submit ourselves to a little self-
humiliation at our shortcomings” (W 4.152). We agree. Below we first briefly review our findings
then provide recommendations for improving listening scholarship.

Summary of Results

Interestingly, our findings suggest that the use of numerical data to make principled arguments
about and advance knowledge of listening is not overutilized. Indeed, quantitative social scien-
tific research represented 45.8% of all published material in the first 25 years of the IJL. Thus,
we encourage future editors to continue this balance and to seek out various ways to under-
stand how and why people listen in the ways that they do, whether through scientific, rhetorical,
critical/cultural, or qualitative means.

In terms of presenting numerical data, it does not appear that reporting practices for numerical
data within the IJL are consistent with recommendations of its guiding style manual. In particular,
our data suggest that reporting basic sample characteristics like age, ethnicity, and biological sex
distribution is not the norm. We also found that, contrary to APA recommendations, there is an
overreliance on null hypothesis significance testing (NHST) with much less reporting of effect
sizes and confidence intervals. Other reporting practices inconsistent with APA recommendations
include the infrequent reporting of basic descriptive statistics (e.g., measures of central tendency
and variability), a complete lack of focus on the shape of sample distributions, a tendency not to
report tests relevant to statistical assumptions (e.g., normality), and a lack of clarity with regard
to missing data. Lastly, there were some noteworthy misappropriations of statistical techniques
that should be discussed at length. Given these concerns, we outline several recommendations
and the rationale behind these recommendations.
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126 KEATON AND BODIE

Recommendation 1: Look at Your Data

There were no studies published in the first 25 years of the IJL that visually displayed data for
inspection. This finding conflicts with recommendations provided by the Task Force on Statistical
Inference, from which APA gleans much of the information for its style guide. The Task Force
suggests the following:

As soon as you have collected your data, before you compute any statistics, look at your data. Data
screening is not data snooping. It is not an opportunity to discard data or change values to favor your
hypotheses. However, if you assess hypotheses without examining your data, you risk publishing non-
sense. . . .We are warned against fishing expeditions for understandable reasons, but blind application
of models without screening our data is a far graver error. (Wilkinson, 1999, pp. 599–600)

Visual inspection of data is important for several reasons, and we will discuss two of the more
essential reasons here.

First, descriptive statistics allow the researcher to see trends and patterns in data (Levine,
2011). For example, one would be hard pressed to find results from a criminologist merely testing
whether a certain number of murders occurring in a particular area were different from zero
(which is what the NHST methods used in the IJL ultimately do). Instead, most criminology data
is arrayed using frequency distributions and histograms to show trends over time or to illustrate
that aggregate crime statistics can be misleading and that there are, for instance, certain crime-
prone areas of a city or state. Listening scholars can learn a great deal from criminologists and
other social scientists who utilize descriptive statistics to make principled arguments. We believe
the recommendation is true both for studies that present only descriptive data as well as for
studies that also utilize inferential statistics. In both cases, descriptive data can be informative and
can provide information beyond the story that inferential statistics can tell. There are excellent
examples of Communication scholars who utilize descriptives to tell interesting stories and who
regularly publish in the top journals (see Levine, 2011).

Second, visual inspection and related descriptive statistics can help researchers spot violations
of one or more assumptions underlying an inferential procedure. Choosing the best test for respec-
tive research questions or hypotheses benefits the researcher and aids in replicability. The use of
most of these statistical methods begins by assuming that their samples are normally distributed.
When sample distributions are significantly skewed or suffer from positive or negative kurtosis,
assumptions derived from statistics assuming normal distributions can be invalid. Many of these
issues can be alleviated with a large enough sample size. For instance, in a large enough sample,
skewness does not digress enough from normality to create noteworthy differences in analyses.
Furthermore, positive (n >100) and negative (n > 200) underestimates of variance associated
with kurtosis wane with large enough samples (Tabachnick & Fidell, 2007).

Out of the 107 studies sensitive to normality assumptions, 39 (36.4%) had samples of fewer
than 100, and 71 (66.4%) had fewer than 200. Out of the 39 studies using samples of less than
100, zero reported testing for normality. If the analysis is expanded to those with less than 200, a
total of three studies reported assessing their samples (all three met the requirements). However,
those with samples with fewer than 100 observations often used statistical tests that assume nor-
mality, such as Pearson’s r (n = 10), regression (n = 4), ANOVA (n = 15), ANCOVA (n = 1),
discriminant analysis (n = 1), MANOVA (n = 4), measurement models (EFA, n = 1; CFA, n =
1; PCA, n = 3), and t-tests (n = 10). None of those studies reported assumption testing. For
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samples greater than 100 but fewer than 200, the statistical analyses included Pearson’s r (n =
13), regression (n = 4), ANOVA (n = 9), discriminant analysis (n = 1), canonical correlation
(n = 3), MANOVA (n = 2), and the use of measurement models (n = 11; PCA, n = 5; for all
samples under 200, there were a total of eight unidentified measurement models), and t-tests (n =
8). Out of these, one tested for assumptions that used Pearson’s r, one using ANOVA, and one
using t-tests. The rest were not reported.

While many maintain that parametric statistical models may still be used providing the devi-
ations from normality are not acute (Hubbard, 1978), especially given that many nonparametric
tests lack versatility in multivariate situations (Nunnally, 1978), serious consequences still can
result should the sample exhibit a distribution that is not close to normal. Using parametric statis-
tics based on t, F, or χ2 to generalize findings from sample distributions not approaching normal
can, among other outcomes, compromise the estimation of coefficients and confidence intervals.
Therefore, this study recommends testing for normality (both graphically and with descriptive
statistics) and using these tests only after a principled case has been made.

Recommendation 2: Report Effect Sizes and Confidence Intervals

Few reputable scholars deny that the social and behavioral sciences are marked by an overre-
liance on NHST (Cohen, 1994). When engaged in NHST, the researcher is ultimately making a
dichotomous judgment. Merely proclaiming statistical significance does not provide a complete
picture of the results of a study. Real science is concerned with finding the magnitude of an
effect, not with a dichotomous decision rule regarding whether the null (and usually nill) hypoth-
esis is a valid assumption (Ziliak & McCloskey, 2009). Moreover, given a large enough sample,
the conclusion drawn from inspecting a p-value is meaningless (Meehl, 1990). Indeed, merely
reporting a p-value and claiming a result is “statistically significant” gives readers no indication
as to the clinical or practical significance of the results, and failure to discuss the latter limits
future attempts to replicate (or refute) results or to conduct meta-analyses.

A common misperception exists that probability values tell us something about the weight of
an effect. They do not. Probability values only convey the likelihood of a Type I error (incorrectly
rejecting the null). In other words, when a significant effect is detected in a sample, we can,
with a particular degree of certainty, claim that this sample is not derivative from a population
where this effect is statistically improbable. In this case it is no longer meaningful to retain the
null, so it is rejected, allowing the researcher to reasonably claim that the sample in question can
be generalized as representative of a population where an effect does in fact occur. Therefore,
because probability values do not give us information concerning the size of an effect, reporting
effect sizes and confidence intervals becomes essential. Without this additional information, we
do not have a credible science of listening.

Effect sizes and confidence intervals also give consumers of scientific inquiry a basis for
deciding if a study is practically significant rather than only statistically significant. Statistical sig-
nificance does not necessarily imply that findings are of consequence, and nonsignificant results
are not necessarily unimportant. Effect sizes and confidence intervals help deflate the overval-
ued importance of statistical significance and allow for nonsignificant findings that may have
practical significance to see the light of day in journal space. Reporting effect sizes along with
other descriptive statistics like measures of central tendency (e.g., means) and variability (e.g.,
standard deviation)—as well as the inferential probability that a population mean, for instance,
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128 KEATON AND BODIE

lies between two values (i.e., a confidence interval)—also allow researchers to double check the
results of studies or to do meta-analyses of many studies. For results of one study to be compared
to those of another and to ultimately build a cumulative body of knowledge, scholars need to
know the practical and theoretical importance of findings and how these findings can be inter-
preted given what we already know. For practitioners to derive any set of best practices from
scientific research, they need to appropriately know effect sizes and confidence intervals; that is,
they need to be able to discern not the statistical but the practical significance of study results.

Recommendation 3: Psychometrically Validate Scores Derived
from the Use of Instruments

For the total sample of studies, 28 reported some sort of measurement model or factor analysis.
Given the large number of studies reporting data from the use of multi-item scales (e.g., LSP-
16) or assessment tests (e.g., WBLT), this number is drastically low. For the most part, the non-use
of factor analysis seems to stem from the assumption that existing scales, especially those with a
rich history, have been “previously validated” and should thus be treated differently than newer
or less established scales. As stated by Levine, Hullett, Turner, and Lapinski (2006), “this [belief]
is unfortunate, and the view that a once-validated scale can or should be treated as an always-
valid scale is neither reasonable nor consistent with good scientific practice” (p. 310). Not only
is validity an ongoing process, suggesting that scales are not “valid or invalid” but can be said
to have more or less robust validity portfolios, but scales often exhibit different properties when
utilized with different populations (Little, 1997). As such, our recommendation is for authors to
report the psychometric properties of data derived from the use of instruments, irrespective of the
status of the instrument.

Our third recommendation is particularly important for instruments that are assumed to have
vast validity portfolios. Two recent examples in the listening literature will illustrate this point.
In a recent study, Bodie, Worthington, and Fitch-Hauser (2011) reported data inconsistent with
the measurement model of the Watson-Barker Listening Test (WBLT), Form C. In particular, the
reported data showed that items on the WBLT-C were largely uncorrelated with each other (rave =
.03) and that no pattern of association among items could explain the small amount of shared
variance that did exist. Ultimately, the WBLT-C consists of 40 unrelated multiple-choice items.7

A similar project is underway to assess the LSP-16 with results suggesting major modifications
of the scale are needed (Bodie & Worthington, 2010) and when made result in a much more
potentially valid scale (Bodie, Worthington, & Gearhart, 2013). Ultimately, listening researchers
are warned not to be like the “innovators” described by the Task Force on Statistical Inference:

Innovators, in the excitement of their discovery, sometimes give insufficient attention to the quality of
their instruments. Once a defective measure enters the literature, subsequent researchers are reluctant
to change it. In these cases, editors and reviewers should pay special attention to the psychometric
properties of the instruments used, and they might want to encourage revisions (even if not by
the scale’s author) to prevent the accumulation of results based on relatively invalid or unreliable
measures. (Wilkinson, 1999, p. 598)

7The authors are fully aware that newer versions, Forms D and E, are now commercially available. We warn against
their use in studies, however, without proper inspection of psychometric properties of the data prior to reporting results.
The results presented with respect to Form C are not uncommon, as similar results were reported for earlier versions (e.g.,
Villaume & Weaver, 1997; Fitch-Hauser & Hughes, 1987).

D
ow

nl
oa

de
d 

by
 [

L
ou

is
ia

na
 S

ta
te

 U
ni

ve
rs

ity
],

 [
M

r 
G

ra
ha

m
 D

. B
od

ie
] 

at
 0

6:
51

 1
4 

M
ar

ch
 2

01
4 



STATISTICAL ASSESSMENT IJL 129

Another noteworthy problem concerns the use of scales exhibiting reliability estimates that do
not meet recommended criteria. The mean α of all of the samples was .71, which is problem-
atic because this is a commonly regarded “minimum value” of “acceptable” internal consistency.
Customary evaluative criteria are often in the range of 0.7 ≤ α < 0.8 for acceptable values with 0.6
≤ α < 0.7 deemed questionable (George & Mallery, 2003; Kline, 1999). Regardless of the source,
however, higher values of internal consistency are universally recognized as more desirable than
lower values. Not only do low levels of internal consistency attenuate relationships between
variables and differences between groups, but they are vitally important when making practical
recommendations from studies (Nunnally, 1978, is still the best source for interested readers).

Most listening scholars ultimately want their research to be useful, to help themselves or others
improve the lives of the everyday people about whom we theorize and for whom our work should
be targeted. Listening scholars who create or utilize instruments which produce low estimates of
internal consistency are like the doctor who declares a patient has an incurable disease based on
the results of a test that produces more false positives than true scores. We would certainly be
unconvinced of any medical advice stemming from tests not backed by empirical data, and we
recommend that listening educators and practitioners not prescribe listening treatments if the only
evidence for their effectiveness comes from data using instruments that have not been adequately
vetted. Whatever the chosen evaluative method, it is clear that listening researchers need to take
greater care in operationalizing listening constructs.

Recommendation 4: Correctly Utilize and Report Factor Analytic Techniques

Continuing our discussion of measurement models from Recommendation 3, of the 28 reports of
factor analysis only three utilized confirmatory factor analysis (CFA). The two more commonly
utilized procedures were Exploratory Factor Analysis (EFA) and Principle Components Analysis
(PCA). EFA attempts to discern an underlying structure of latent variables by grouping observed
variables that are correlated. EFA utilizes only shared variance, while PCA uses all of the vari-
ance in the data. Consequently, the resultant factors from EFA are thought to be explanatory
mechanisms. Components gleaned from PCA, however, are only descriptive—not inferential—
groupings of associated items and are not thought to be explanatory or causal. Thus, researchers
must know their specific goals (research questions and hypotheses) to choose the correct proce-
dure because using PCA to deduce factors is an inefficient and incorrect use of the method. It is
more appropriate to use PCA to reduce the number of items in exploratory scale development
(see Park, Dailey, & Remus, 2002).

Of the 13 studies reporting PCA, 11 (84.6%) reported a desire to deduce an explanatory factor
structure. In one instance, the use of PCA was deemed appropriate, and in another the outcome
variable was dichotomous. Therefore, 92.3% of the occasions where results were reported using
PCA were inappropriate or problematic. Of the four studies using EFA, two used it appropriately,
while two others also used dichotomous outcome variables (more aptly estimated with another
technique, such as logistic regression). The three instances of CFA were suitable for the designs
in which they were implemented.

Last, and perhaps most challenging, eight studies did not report the type of “factor analysis”
used, so it was unclear the technique utilized. However, given that PCA is the default setting
on most statistical software (e.g., SPSS), it may be likely that PCA was used in these scenarios.
Given that it was not reported, replication of these studies would prove difficult.
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130 KEATON AND BODIE

Given the above, we recommend that when the goal is to develop underlying explanatory
frameworks of latent, correlated variables that EFA and not PCA is a more fitting method, and
reporting the specific procedure is essential in aiding the replicability of the study. When the goal
is to report the psychometric properties of scores derived from established measures, then CFA is
the preferred technique.

Recommendation 5: Match Sampling to Population of Interest

The next major point of interest concerns the homogeneity of the overall sample of participants
used in studies reported in the IJL. A typical participant is a 23-year-old female, white college-
student (usually a freshman or sophomore) from the United States. In an international journal,
this observation poses a concern about the title of the journal at best, and at worst indicates
that the bulk of what we know about listening is about how young Americans listen; we are not
convinced our knowledge to date is generalizable to other cultural contexts. Although there has
been some research in Europe, Asia, and the Middle East, 82.7% of the studies utilized partici-
pants residing in the US. The youthful age of participants has not varied over the course of time
(Figure 2), and although sex remained somewhat consistent over the first 15 years of the journal,
in the last decade the difference between the number of male and female participants has signif-
icantly diverged (Figure 3). Although white, middle-class, college-educated, young Americans
are a viable population from which to learn about basic structures and functions of listening (see
Shapiro, 2002), resting our entire knowledge base on this single population is certainly curious.
To truly be an international journal, it is clear that something needs to be done to encourage
more heterogeneous samples. Otherwise, it is the Journal for the Study of Listening as Defined
by College Students.

Perhaps more important is the lack of precision with regard to the populations of principal
interest. The people, stimuli, and events that a study seeks to illustrate or draw inferences about
affects nearly every conclusion of a given investigation; thus the lack of information regarding
the individuals included in a given inquiry is unfavorable to making claims about what we know
about listening. One strategy from which we could determine the extent of homogeneity in sam-
ples and aid in future endeavors to replicate research is to report ranges, central tendencies, and
variability of samples. Reporting means and standard deviations, for instance, helps readers deter-
mine exactly what type of sample is being discussed and generalized, and what types of samples
need to be tested in future research.

Recommendation 6: Be Clear as to the Implications of Study Results

Related to the issue of samples and sampling discussed in Recommendation 5 is the issue of our
ability to make causal claims about listening—the antecedents and consequences of listening in
particular ways, whether individual differences in listening reliably produce differences in pro-
cessing and/or vice versa, whether active listening behaviors influence processing or whether
the reverse casual direction is more plausible, and the list goes on. Based on our analysis, there
is an overreliance on cross-sectional research and a striking lack of experimental and longitudi-
nal studies. Because the only claims scholars can make about listening when data are gathered
simultaneously is that certain variables are related, it seems that our knowledge of listening is
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largely of a bidirectional nature rather than of a causal one. We suspect that the overreliance of
cross-sectional research is one reason that listening research is heavily atheoretical (Bodie, 2009,
2010, 2011; Wolvin, Halone, & Coakley, 1999), and we suspect that concerted efforts to include
experimental and longitudinal research in the pages of future IJL issues will change this predica-
ment. At minimum, scholars who pursue cross-sectional research should include a discussion of
the limitations of such research and speculate about the theoretical structure among the variables
of interest.

Recommendation 7: Limit the Reliance on Self-Report Measures of Listening

In a similar vein, there is an overreliance on self-report measures of listening. Although
self-reporting listening is certainly not universally inappropriate—for instance, the Listening
Concepts Inventory (LCI; Imhof & Janusik, 2006) assesses individual conceptualizations of lis-
tening akin to the work by O’Keefe (1988) on implicit theories of communication (i.e., message
design logics)—most scales are aimed at assessing the general enactment of specific behav-
iors. The Self-Perceived Listening Competence scale (SPLC; Ford et al., 2000; Mickelson &
Welch, 2012) includes items such as “I can interpret correctly persons’ facial expressions.” While
attempts to assess the validity of self-reporting listening behaviors are available, they are rare
(Bodie, Jones, & Vickery, 2012). Indeed, most studies utilizing self-reports of listening behaviors
do not attempt to empirically dismiss other plausible explanations for found associations among
measures of listening and important antecedents and consequences, such as common method
variance (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). Other research assumes that different
perspectives (e.g., direct supervisors versus peers) are driving variability in scores without sub-
mitting such speculations to full tests (Cooper & Husband, 1993). As has been pointed out by
others, listening is a socially desirable behavior, perhaps even more suspect to social desirabil-
ity effects than other communication actions (Lawson & Winkelman, 2003). Moreover, there are
readily available statistical (e.g., structural equation modeling) and methodological techniques
(e.g., round robin designs, multitrait-multimethod studies) that listening scholars can utilize to
address these issues.

Irrespective of statistical and other operationally-relevant concerns, what scholars and prac-
titioners of listening are most interested in is what listeners do when interacting with others
and whether the enactment of specific behaviors impacts important outcomes. If so, relying too
heavily on self-report measurement for the advancement of knowledge about listening seems
counterproductive. However, of all the measurement choices available to those interested in lis-
tening, the least employed is the assessment of actual behaviors. Those behaviors include not only
linguistic responses indicating understanding or seeking clarity (e.g., asking questions) but also
those nonlinguistic acts such as smiling and eye contact generally discussed in the literature as
nonverbal immediacy (Bodie, St. Cyr, Pence, Rold, & Honeycutt, 2012). Perhaps one reason for
the relative lack of behavioral listening research is its costs. It is far less time and labor intensive
to collect a battery of self-report scales than it is to videotape conversations or group discussions
(the LSU Listening Lab, or instance, has spent more than two years collecting a single data cor-
pus, and we are not even finished). Indeed, behavioral listening research raises extensive logistical
issues (Bodie, 2013). Likewise, while self-report data are easily analyzed using readily available
statistical packages, behavioral data have to be coded, transformed, or otherwise handled in line
with specific theoretical and practical purposes. Decisions relevant to this latter issue are not
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132 KEATON AND BODIE

easy to make, especially when research interests go beyond readily available coding rubrics or
established rating scales.

Even so, behavioral data are rich and can offer insights not afforded by self-reports. As an
example, Bavelas and colleagues have spent several decades exploring the listener as addressee,
or “the person the speaker is addressing directly and who can respond to and interact with the
speaker in a dialogue” (Bavelas & Gerwing, 2011, p. 180). Perhaps most important is that the
addressee is a “full partner in creating the dialogue” (p. 180). Attending to how the listener con-
tributes to dialogue shifts the notion of listener as a passive recipient and retainer of information to
active constructer of meaning. Such a shift is largely impossible if we blindly stick to self-report
measurement out of shear convenience.

Recommendation 8: Avoid the Use of Intact Classes or Groups

In our results, we reported that 28 studies (25.5% of all studies) utilized intact classes during data
collection efforts. This statistic is astounding; the practice has potentially serious ramifications
concerning the internal validity of a study (for more information, see Babbie, 1992; Barnett, 1991;
Kerlinger, 1986; Moser & Kalton, 1972; Slonim, 1960; Smith, 1988; Thompson, 1992). Selecting
participants from intact groups can result in selection bias, and this malady can affect the ability
of a study to detect a true relationship between the independent and dependent variables. Because
the participants are from an intact group, the effect of X on Y may in fact be due to another
variable that every participant is exposed to equally. In experimental work using intact classes,
the independent variable can no longer truly be said to be independent because the researcher is
not determining the level of the variable that each subject will experience.

If participants were assigned to the intact group using preexisting information about them,
then the sample is not random. If comparing two intact groups, the groups may consistently dif-
fer because of the non-random assignment and not because of the relationship between X and Y.
Participants assigned to groups because of ability are also guilty of this problem; however, intact
groups may be considered to be experimental if the participants were randomly assigned to the
intact groups prior to the experiment. For instance, an introductory general education commu-
nication course containing 100 students from all over the university is closer to representing all
college students than an upper level research methods course of 25 communication majors. Even
in the former case, however, there are issues. For instance, if a researcher is interested in a partic-
ular training protocol on abilities to retain information, using existing classes and providing one
class with the training while treating the other as the control group ultimately conflates training
with characteristics of the teacher, time of the class, and other potential nuance variables. The bet-
ter strategy is to randomly assign participants to group and to control or measure any extraneous
variables not of primary interest.

CONCLUSION

The recent marking of the International Journal of Listening’s Silver Jubilee supports the staying
power of the journal and its affiliate, the International Listening Association (ILA). Seeking to
“be the international leader of listening practices, teaching and research,” it is important for ILA
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to continually strive for excellence. Excellence in social scientific research is one way to meet
this vision, and our manuscript should be a welcomed overview.

The results of this investigation suggest that the journal and its editorial staff strive to be inclu-
sive with regard to methodological or philosophical preferences of listening scholars. We reported
that fewer than half (45.8%) of the manuscripts between 1987 and 2011 utilized numerical data
to make principled arguments. This trend should continue, and we are confident that even more
ways to investigate the importance of listening to our daily lives will be represented in the
future.

At the same time, however, our results also suggest in studies that do utilize numbers, more
variation in demographics is necessary, especially ethnicity, culture, age, and the use of college
students. More balance in the use of male and female participants is also needed. If the ILA is
to truly be the international leader of listening education and research, its primarily publication
outlet should be reflective of that goal.

In addition, psychometric properties should be reported more often when using self-report,
other-report, evaluation or assessment, including descriptions of measurement models and reli-
ability estimates. Reliability estimates are also a concern as the results imply that they should
be higher across the board. Samples should be larger and more randomized, and when using
descriptive statistics, measures of central tendency and variability should be reported with greater
frequency. Samples should also be tested for normality, and these statistics should be reported,
along with information about missing data. Effect sizes and confidence intervals are a concern,
as they are rarely included in results. Lastly, more attention should be given to the appropriate
application of statistical methods.

To aid in alleviating these observations, these authors made eight recommendations. These
recommendations are far from novel, but they do represent fundamentally important deci-
sions that scholars should make. We believe that following these recommendations will
only benefit the next 25 years of IJL scholarship. In this light, it bears mentioning that
the authors of this article are not exempt from these recommendations. On many occasions
the second author has appeared in this journal. On some of these he has failed to report,
among other crucial data, information on gender, race, age, and class. He has exclusively
relied on data from U.S. participants, and in one case he neglected to report effect sizes.
Thus, we can certainly stand to improve reporting methods and join the overall effort at
making the International Journal of Listening more competitive in the intellectual market-
place.

Finally, these authors would also like to point out that we are not advocating that methods
should drive research interests. Methodological rigor is beneficial in many ways, but ultimately
theory and interpretation guide research. As such, we leave you with the following thoughts
retold by Wilkinson (1999, p. 608), written more than 50 years ago by Hotelling, Bartky, Deming,
Friedman, and Hoel (1948) but that still hold true today:

“Unfortunately, too many people like to do their statistical work as they say their prayers—merely
substitute in a formula found in a highly respected book written a long time ago” (p. 103). Good
theories and intelligent interpretation advance a discipline more than rigid methodological ortho-
doxy. If editors keep in mind Fisher’s (1935) words . . . then there is less danger of methodology
substituting for thought. Statistical methods should guide and discipline our thinking but should not
determine it.
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